
Summarization Search: A New Search Abstraction for
Mobile Devices

Sunandan Chakraborty
New York University

sunandan@cs.nyu.edu

Zohaib Jabbar
New York University Abu

Dhabi
zohaib.jabbar@nyu.edu

Lakshminarayanan
Subramanian

New York University
lakshmi@cs.nyu.edu

1. INTRODUCTION
Mobile users in developing regions are known to have a

relatively poor web experience [7] due to three fundamen-
tally limiting factors: limited network bandwidth, high cost
of connectivity and high latency. Several measurement stud-
ies have demonstrated web page load times in the order of
several seconds to a few minutes [4] triggered due to poor
network connectivity and high end-to-end latencies for even
simple DNS lookups. Several prior efforts have proposed
important optimizations at different network layers includ-
ing the design of new transport protocols [10], new caching
protocols [5] [7] [8] , middlebox strategies [11],delay tolerant
network solutions [8] and rethinking the design of the appli-
cations to operate in such extreme environments [6] [9] [1]
[7] [2].

In this paper, we propose summarization search as a new
search abstraction for mobile users in developing regions
built around the goal of minimizing the need for interac-
tion and exploration involved in a standard web search task.
The summarization search engine is implemented as an ad-
ditional layer above a standard search engine model. Hence,
it uses the state-of-the-art ranking, indexing and retrieval as
offered by standard search engines. The contribution of this
paper is not in these standard procedures of web search but
presenting the results in a novel way which potentially can
improve the experience of searching the web from mobile
devices. This abstraction is specifically designed for focused
search queries, where the search action of the user relates to
a specific information need. The goal is to provide a user
with her information needs within a single round of interac-
tion. Given a query, our summarization search service in-
teracts with conventional search services (like Google, Bing
etc.), analyzes the contents of the top search result pages
and provides a condensed and summarized search response
to the user, highlighting the essential parts – with respect
to the query – from the target documents. In essence, the
users can find their appropriate search result in at most one
or two clicks, one for the search and one for choosing the
result page.
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We evaluated the summarization search interface using a
set of 400 queries from users using Mechanical Turk crowd-
sourcing platform and asked the users to rate the summa-
rized search results. The users were asked to rate the results
in a scale of 5 (1 is high and 5 is low), where around 85%
of the queries received an average rating of 1 or 2. The user
study also showed that in 55% of the cases the users found
the information in the summarized search result page, with-
out the need for further browsing. This demonstrates the
effectiveness of the summarization search, where in more
than half the cases users can obtain the information with
just one operation of submitting the query. Although many
of the commercial search engines can do the same for very
specific types of queries, our system is capable of performing
this for generic web search queries.

2. METHODOLOGY
The summarization engine uses the Google Search API to

download the the top 64 (configurable) search result pages.
The key goal of the summarization engine is to perform
detailed text analysis of all the result pages to prepare a
condensed summary page across all the search result pages.
Text Summarization is a process of creating a concise ver-
sion of a larger text preserving the main theme of the orig-
inal text. There are different ways of summarizing a text.
Two popular methods used in the NLP literature are Ex-
traction based summarization and abstraction based sum-
marization [3]. Our text summarization uses the extraction
based summary approach which involves creating the sum-
mary by using exact sentences from the original text. Un-
like the standard task the extraction in our case is driven
by the query terms, highlighting the portion of the docu-
ments which have high relevance with respect to the query
terms. Our extraction based summarization algorithm has
two steps: (a) identification of key terms in a document
w.r.t. the query terms; (b) identification of key portions of
a documents using the key terms identified in the previous
step.

To identify important key terms in a document we use a
natural language parser to parse each sentence. This step
breaks down each sentence into noun phrases, verb phrases
and prepositional phrases etc. The noun phrases are the
most informative parts of the sentences and the verbs –
which depict the actions – have relevance too. A popu-
lar measure to determine importance of a term is the term
frequency-inverted document frequency (TF-IDF). We com-
puted IDF of the noun and verb phrases as the web prob-
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ability of them using the Microsoft Ngram Web Service 1.
Let Pweb(ti) represent this measure for the phrase ti. High
value of the web probability represents the popularity of
the phrase. This means it has relatively less importance in
this context because it tends to appear very frequently in
any large English corpus of text. Pcorpus(ti) is the normal-
ized frequency of ti. This score is similar to TF-IDF but in
this case all the documents is a focus set of documents re-
sulting from a query. Hence, many important terms might
have high document frequency and using TF-IDF weights
will lower their scores. The algorithm for summarizing the
search results is presented below.

Algorithm 1 Summarization Search

procedure Summarize(query = q, document= d)
for each ti ∈ V do

compute Imp(ti) = Pcorpus(ti)/Pweb(ti)

compute Impnorm(ti) =
Imp(ti)∑
i Imp(ti)

end for
for each sj ∈ d do

compute Score(sj) =
∑

ti∈sj ,V wt × Impnorm(ti) +∑
tq∈sj ,Q wq × Impnorm(tq)

end for
S ← sort([∀sj ∈ d], key = Score(sj), order = Desc)
summ score← 0
summary ← empty list
for sj ∈ S do

if ∆summ scorek−1:k ≤ ε then
break

else
summ score← summ score+ Score(sj)
summary.append(sj)

end if
end for
summary ← sort([∀sj ∈ summary], key = j, order = Asc)

. j = sequence no. of the sentence in document d
return summary

end procedure

3. EVALUATION
We performed a user study to both generate queries and

evaluate the summarization search interface for those queries.
In the first round of the user study, users were asked to
submit queries which they are more likely to submit from
mobile devices instead of desktop/laptop computers. In the
second phase we engaged 30 users to evaluate the results
from these queries. The goal was to evaluate the quality of
the summarized search results. The user study was done
using the Amazon Mechanical Turk platform and the cho-
sen users were all Mechanical Turk Masters. Masters are
workers who have demonstrated high accuracies in previous
tasks and this ensured better quality in the user responses.

We asked the users to judge the summarized search re-
sponses based on the given query and rate the quality using
a score between 1(highest) and 5(lowest). Every query was
rated by all the 30 users. We computed the mean and mode
of the scores of each query rated by all the users. Figure 1
shows the histograms of frequency distributions of mean and
mode scores for all the queries. Around 45% of the queries
received an average rating between 1 and 2 and more than
80% of the queries received positive ratings from the users.

1research.microsoft.com/en-us/collaboration/focus/cs/web-
ngram.aspx

Figure 1: Histograms of ratings per query for all users –
mean (left) and mode (right) rating per query

Table 1: Average ratings per query per user for different
types of queries

Type of query Average rating
Rating-type 2.25
Information-type 1.72
Location-type 2.32

Figure 1(right) shows that more than half ( 52%) of the
queries received a score of 1 from majority of the users (i.e.
mode score of 1). We also evaluated the performance for dif-
ferent types of queries in this study. We manually classified
the queries into 3 sets – location-specific, ratings-type and
information-type. Location specific queries are those where
users asked about points of interests in (or near) a location
(e.g. find the nearest movie theater in location etc.) Exam-
ples of rating type query is ‘top restaurants”. Finally, infor-
mation type queries are those where users looked for specific
information (e.g. “fastest land vehicle”). Table 1 summa-
rizes the relative performance across these categories. The
results show that the performance was best for information-
type queries and worst for location-types. A probable ex-
planation is that information-type had very specific answers
and we did not use any location services which might have
resulted in some erroneous results.
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