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Abstract. Problem definition: Commodity prices have exhibited significant volatility in 
recent times, which poses an exogenous risk factor for commodity-processing and 
commodity-trading firms. Accurate commodity price forecasts can help firms leverage 
data-driven procurement policies that incorporate the underlying price volatility for finan-
cial and operational hedging decisions. However, historical prices alone are insufficient to 
obtain reasonable forecasts because of the extreme volatility. Methodology/results: Build-
ing on the hypothesis that commodity prices are driven by real-world events, we propose 
a method that automatically extracts events from news articles and combines them with 
price data using a neural network-based predictive model to forecast prices. In addition to 
achieving a high prediction accuracy that outperforms several benchmarks (by up to 13%), 
our proposed model is also interpretable, which allows us to identify meaningful events 
driving the price fluctuations. We found that the events frequently associated with major 
fluctuations in the price include “natural,” “hike,” “policy,” and “elections,” all of which 
are known drivers of price change. We used a corpus containing about 1.6 million news 
articles of a major Indian newspaper spanning 15 years and daily prices of four crops 
(onion, potato, rice, and wheat) in India to perform this study. Our proposed approach is 
flexible and can be used to predict other time series data, such as disease incidence levels 
or macroeconomic indicators, that are also influenced by real-world events. Managerial 
implications: Firms can leverage price forecasts from our system to design inventory and 
procurement policies in the face of uncertain commodity prices. Commodity merchants 
can also use the forecasts to design optimal storage policies for physical trading of com-
modities when prices are volatile. Our findings can also significantly impact policymakers, 
who can leverage the information of impending price changes and associated events to 
mitigate the negative effects of price shocks.

History: This paper has been accepted in the Manufacturing & Service Operations Management Frontiers in 
Operations Initiative. 

Supplemental Material: The online appendix is available at https://doi.org/10.1287/msom.2022.0641. 
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1. Introduction
With the rise of supply chain analytics, classic opera-
tional decisions within supply chains, such as sourcing 
and procurement, are increasingly becoming data 
driven (Mandl 2019). These decisions critically rely on 
accurate forecasts of not just the downstream demand 
but also upstream costs. For example, a significant frac-
tion of the total costs of various firms is composed of 
commodity costs: 27% in the mechanical and plant 
engineering industries, 47% in the automotive supply 
industry, 56% in the packaging industry, and 66% in 
the agri-food industry (Mandl 2019). Therefore, vola-
tility in commodity prices significantly affects the pro-
curement costs of these firms and poses an exogenous 

risk factor in practice. Accurate commodity price fore-
casts allow firms to use data-driven procurement poli-
cies that incorporate the underlying price volatility to 
hedge against price risk (Mandl and Minner 2023) 
and effectively control inventory (Berling and 
Martı́nez-de Albéniz 2011, Goel and Gutierrez 2011, 
Xiao et al. 2015), which can be viewed as a form of oper-
ational hedging. Extant literature in operations has 
mostly focused on downstream demand forecasting 
(see, e.g., Kurawarwala and Matsuo 1996, Carbonneau 
et al. 2008, Boone et al. 2018), but despite its signifi-
cance, there is a dearth of OM literature on forecasting 
purchasing costs or other supply-side factors (Haksöz 
and Seshadri 2007, Syntetos et al. 2016).
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In this paper, we consider the problem of forecasting 
agricultural commodity prices in India, one of the 
largest economies in the world. In addition to its rele-
vance to the procurement decisions mentioned earlier, 
this is a hugely important problem because India is still 
primarily an agrarian economy, where agriculture- 
related sectors (such as forestry and fisheries) are 
responsible for over 50% of its labor force and account 
for 20% of the country’s GDP (International Trade 
Administration 2022). Indeed, prior studies have 
shown that rising food prices can reduce household 
welfare (Mahajan et al. 2015, Weber 2015), affect liveli-
hoods of farmers and rural populations (De Janvry and 
Sadoulet 2009, Pons 2011), increase food insecurity 
and human development vulnerabilities of women 
and children (Dev 2011), indirectly increase crime rates 
(New York Times 2013, India.com 2019), increase ille-
gal hoarding (Sharma et al. 2011, Levi et al. 2022), and 
even influence election outcomes (McLain 2013, Virk 
2015, Agarwal 2019, CNBC-TV18 2019, Deuskar 2020). 
Mitigating these negative effects requires effective pol-
icy design that relies on not just anticipating the price 
fluctuations but also understanding the drivers behind 
sudden shocks (Saha et al. 2020, Saxena et al. 2020).

Predicting the fluctuations, however, often requires 
more than just the past price data. These data are inher-
ently volatile without discernible patterns. For example, 
the national average onion price in India increased more 
than 400% within a span of seven days in December 

2012; such abrupt changes are surprisingly frequent and 
generally do not follow any seasonal trends as seen in 
Figure 1. Such extreme volatility is not restricted to the 
Indian context. For instance, figure 2.1 in Mandl (2019) 
shows that a wide array of commodities, including 
metals (silver, lead, etc.), agricultural products (corn, 
wheat, coffee, etc.), and energy (gas, oil, etc.), has been 
significantly more volatile than exchange rates and cor-
porate stocks over the past two decades.

More importantly, historical price data lack informa-
tion on several other exogenous factors, such as the 
economic climate, temperature, inventories, interest, 
and/or exchange rates, which impact prices (see, e.g., 
Pindyck 2004). In the context of India, numerous prior 
studies (see, e.g., Headey and Fan 2008, Raka and 
Ramesh 2017, Birthal et al. 2019) have identified a 
number of causal factors for food price rise, including 
nonseasonal rainfall in the production belt; lack of 
rainfall during cultivation; and natural disasters, such 
as floods, that affect both production and supply. 
Prices are also routinely affected by local transport 
strikes, fluctuations in fuel prices, and festivals. To 
account for these drivers, existing methods (see, e.g., 
Madaan et al. 2019) have mostly relied on structured 
data sources and manual selection of a predetermined 
set of driving factors for predicting food price fluctua-
tions. Such structured approaches improve prediction 
accuracy, but manual preselection can easily miss out 
on several key factors. Prices may rise now because of 

Figure 1. (Color online) Daily National Average Onion (Upper Panel) and Potato (Lower Panel) Prices in India from 2006 to 
2015 
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floods but later because of a sudden tax hike, both of 
which may not be captured together in a single struc-
tured data source. To meaningfully improve our pre-
diction accuracy, we need an automatic and scalable 
way to identify and account for the many factors, 
which tend to evolve, merge, and disappear over time.

Our approach to price prediction relies on moving 
away from structured data sources to automatically 
extracting the relevant factors from a rich source of 
unstructured data—online news articles. News streams 
provide us with high-frequency data on events or factors 
that tend to affect food prices. For example, Figure 2(a)
shows the price fluctuations on the daily average onion 
price in India during a one-year window from Novem-
ber 2008 to October 2009 associated with a small sample 
set of news article headlines reporting the fluctuation 
itself or the cause behind the fluctuation. Examples of 
events responsible for onion price variations captured 
in Figure 2 include crop infection at the end of 2008 
(TOI 2008) further worsened by transport strikes and 
an oil crisis at the beginning of 2009 (TOI 2009a) fol-
lowed by a price decrease triggered by influx of supply 
(TOI 2009b) and the latter half of 2009 exhibiting a sud-
den price hike triggered by excessive rains and floods 
(TOI 2009c, d). Figure 2(b) shows a similar plot for 
potato prices.

1.1. Contributions and Positioning in the 
OM Literature

We propose an event-based methodology, which relies 
on historical prices and text of news articles, to forecast 
future commodity prices. Our method involves two key 
steps: (a) automatically extracting meaningful “events” 
from a corpus of millions of news articles and (b) relat-
ing past changes in the event intensities to past fluctua-
tions in commodity prices to effectively forecast future 
prices using observed events. For the first step, we pro-
pose a scalable method that transforms each news arti-
cle into what we call its “event representation,” which is 
a low-dimensional vector with each element indicating 
the intensity of the corresponding event in the article. 
For the second step, we design what we call a recurrent 
event network (REN), a unified deep learning architec-
ture that jointly models the event representations and 
past values of commodity prices to forecast future 
prices. We note that a preliminary version of this work 
appeared in Chakraborty et al. (2016).

An important contribution of our work is a custom-
ized method to automatically extract the key events 
reported in a news article. It is critical for us to extract 
meaningful and relevant events from the text of a news 
article. Because a news article mentions many facts 
beyond just the events, such as location, entities in-
volved, etc., general-purpose representation schemes 
might identify “topics” or themes that are not directly 
related to the events being reported. As a result, these 

representations can and do indeed worsen the pre-
diction performance (see Section 4.2). Instead, our ap-
proach relies on exploiting the specific structure of the 
news articles by (a) restricting the vocabulary to only 
consider “event triggers,” which are words/phrases 
that indicate the type and occurrence of an event, 
and (b) inferring the events reported by leveraging 
the unique discourse structure in news articles. Using 
two crowdsourcing studies, we demonstrate that our 
method scales to millions of news articles and automat-
ically identifies meaningful events. See Section 3.2 for 
the precise description of the embedding scheme and 
details of the crowdsourcing studies.

The second key contribution of our work is the REN 
model, which uses the event embeddings as exogenous 
features to make a more informed prediction of the out-
come variable. Unlike traditional time-series forecast-
ing models like ARIMA (Brockwell and Davis 2002), 
RENs are designed to capture nonlinear dependencies 
between the input and output variables. They employ a 
recurrent neural network (RNN) architecture to model 
the sequential dependence of past prices and events 
on future prices (that is, today’s price depends on a his-
tory of past prices and events) using hidden states 
that propagate this dependence. However, the stan-
dard RNN architectures (sometimes called a “vanilla 
RNN”) cannot effectively capture long-term dependen-
cies, such as the impact of price and events a week ago 
on today’s price. Because many real-world events can 
exhibit a delayed and long-term impact on commodity 
prices, we have designed RENs to employ an RNN 
with long short-term memory (LSTM) hidden states, 
which have been shown to better capture long-term 
dependencies. These design choices make an REN a 
unique data integration model, where it can seamlessly 
integrate structured (e.g., time-series data) and unstruc-
tured (e.g., news text) data; see Section 3.3 for the pre-
cise description of RENs.

We leverage the REN framework to forecast prices of 
four essential staple crops—onion, potato, rice, and 
wheat—in the Indian context using real-world events 
extracted from online news streams. Rice and wheat 
are consumed on a daily basis by a large fraction of the 
Indian population (Mittal et al. 2018). Onion and potato 
are among the most used vegetables in a large number 
of Indian dishes, and the high volatility of their prices 
has had a widespread and profound impact across 
the society (Paul et al. 2015, Gro Intelligence 2016). Our 
evaluation spanning a 15-year period comprising 
around 1.6 million news articles shows that RENs out-
perform several benchmark methods by up to 7% for 
onion and potato, 13% for rice, and 5% for wheat in 
one-day-ahead forecast accuracy. The improved accu-
racy can benefit farmers and traders in India, who typi-
cally rely on price forecasts for their buying and selling 
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decisions (Digital Green 2020). The results also show-
case the value of extracting the “right” set of features 
from text data because our custom event embeddings 

that leverage the special structure of news articles out-
perform general-purpose embedding techniques, such 
as word2vec (Mikolov et al. 2013), doc2vec (Le and 

Figure 2. (Color online) News Headlines Correlated with Fluctuations in Crop Prices 

(a)

(b)

Notes. We see evidence of factors (e.g., rainfall, floods, strikes, etc.) influencing crop price fluctuations reported in news articles, which motivates 
our approach of leveraging news articles to improve crop price forecasting. (a) Daily onion prices (rupees per kilogram) between November 
2008 and November 2009. (b) Daily potato prices (rupees per kilogram) between October 2013 and October 2014.
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Mikolov 2014), and latent dirichlet allocation (LDA) 
topics (Blei et al. 2003), by up to 20%. See Section 4 for 
more details on the numerical evaluation.

Although firms and policymakers can incorporate 
the knowledge of impending price fluctuations in their 
decision making, they are often also interested in 
understanding the key drivers behind the fluctuations. 
Because they are trained on news events, RENs natu-
rally provide interpretability to the price forecasts. 
Specifically, an REN is capable of determining the rela-
tive importance of each event in influencing the price 
of a crop during a specific time interval. Using these 
event importance scores, RENs can provide a fine- 
grained estimate of the most important events behind 
specific episodes of large price fluctuations; see Section 
5 for the details. We find that our method automati-
cally extracts event classes, such as “natural” (floods, 
cold waves, poor rainfall, etc.), “hike” (hikes in fuel 
prices, fares, highway tolls, etc.), “policy” (government 
actions curbing/promoting imports and/or exports, 
etc.), and “elections,” all of which are known drivers of 
price changes. We also find that the key events driving 
price fluctuations for a particular crop change over 
time, and different events may drive the fluctuations 
in different crops, even during the same time. These 
findings highlight the limitations of a structured ap-
proach relying on a predefined set of events, which 
might miss out on relevant factors or incorrectly attri-
bute certain events to the changing prices. Instead, 
our automated method relying on unstructured data 
casts a wide net and is less likely to miss out on key 
factors.

Although this paper focuses on forecasting prices of 
agricultural commodities, our methodology can be read-
ily used to forecast prices of other commodities, such as 
metals (e.g., aluminum, copper, etc.) and energy (e.g., 
electricity, natural gas, etc.). As discussed earlier, such 
price forecasts can then be leveraged to design inventory 
and procurement policies that are aware of the underly-
ing price volatility. In addition, they can be used to 
design optimal storage policies for physical trading of 
commodities under volatile prices (Secomandi 2015, 
Mandl et al. 2022). In fact, the REN framework proposed 
in this paper is very flexible and can be applied to a vari-
ety of other domains as well. As a concrete illustration, 
we leverage our method to forecast the number of 
reported cases of three infectious diseases prevalent in 
India. This was a critical problem during the recent 
COVID-19 pandemic because accurate prediction of 
future cases is extremely valuable for decision making at 
multiple levels: from healthcare providers (staffing, hos-
pital bed allocation, etc.) to governments (awareness 
campaigns, resource allocation, etc.) to pharmaceuti-
cal companies (production schedule of vaccines and 
drugs). Our results show that RENs outperform the 

benchmark models, achieving mean absolute percent-
age error (MAPE) values of 33.9%, 3.2%, and 13.6% 
for forecasting monthly reported cases of malaria, 
dengue, and influenza, respectively. Refer to Online 
Appendix F for the details.

Our work adds to the literature on developing data- 
driven methodologies to improve forecasting in the 
operations literature. However, unlike existing works 
that assume access to structured data sources (Ban and 
Rudin 2019, Cortazar et al. 2019, Zhu et al. 2021, Mandl 
and Minner 2023), our work makes use of unstruc-
tured text data. To the best of our knowledge, there is 
very limited work on utilizing text data in the OM 
literature—see Cui et al. (2018) and Wu (2023) for 
notable exceptions—and we believe our paper helps 
to demonstrate the rich potential of unstructured 
data to improve operational decisions.

2. Related Literature
We discuss the most relevant streams of literature from 
a methodological standpoint.

2.1. Text Mining on News Articles and 
Social Media

Advances in text mining techniques over the past two 
decades have made it possible to extract knowledge 
from vast unstructured text corpora in an automated 
manner. In particular, there has been a lot of interest 
in extracting structure from news articles and social 
media platforms using text mining techniques. Shahaf 
and Guestrin (2010) developed a principled approach 
to connect news articles related to a common event or 
topic to enable better understanding of news stories. 
Bagozzi and Schrodt (2012) apply LDA on a vast cor-
pus of political news reports and study the overlap 
between the recovered topics and those represented in 
existing event ontologies. The authors show that the 
topic modeling approach is able to uncover events that 
were not captured by the ontologies, suggesting the 
need for more automated event encoding mechanisms. 
Trend analysis model (Kawamae 2011) and temporal- 
LDA (Wang et al. 2012) model the temporal aspect of 
topics in social media streams, like Twitter. Vaca et al. 
(2014) used a collective matrix factorization method to 
track emerging, fading, and evolving topics in news 
streams. In most of these works, events and/or topics 
have just been used as a tool for knowledge acquisition 
or information extraction, whereas our goal is to use 
the extracted events to predict fluctuations in com-
modity prices.

2.2. Event Extraction in Natural 
Language Processing

The natural language processing (NLP) literature has 
focused extensively on defining and extracting events 
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from text data, such as news articles and Twitter 
streams; see Hogenboom et al. (2011) and Atefeh and 
Khreich (2015) for detailed surveys. It will be impossi-
ble to summarize all of this work; we only discuss a 
few papers here that are closest to our work. Chambers 
and Jurafsky (2011) use LDA and hierarchical cluster-
ing to group event templates defined as consisting of a 
role (typically the participants) and an event pattern 
(the set of words/phrases that describe the event). 
However, they specifically focused on events relating 
to terrorism. Chambers (2013) proposes a similar gener-
ative model as ours but focuses on named entities and 
coreference resolution of the different mentions of the 
same entity. Cheung et al. (2013) propose a probabilistic 
model for identifying semantic frames, which are a 
group of related events. This is similar to the notion of 
an event class in our work, but Cheung et al. (2013) also 
model the entities involved, whereas we only focus on 
the events. In particular, these works focus on identify-
ing events at a sentence level and therefore, exploit 
very local structure, such as extracting the verb clauses 
in each sentence. Our work, on the other hand, is 
focused on identifying the most salient events that are 
reported anywhere in a news article. More recently, 
Caselli and Vossen (2017) introduce The Event Story-
Line corpus as a benchmark for research aimed at iden-
tifying causal or temporal relations between events. 
Balashankar et al. (2019) aims to uncover causal rela-
tionships between events spread across time in a cor-
pus of news articles using the notion of Granger 
causality. We do not aim to identify temporal or causal 
links between events in different time periods; rather, 
the focus is on minimizing the forecast error, and any 
dependence between events is learned implicitly by the 
neural network in our REN framework.

2.3. Predicting Real-World Indicators Using 
Text Data

There is significant research on leveraging text data to 
predict real-world indicators, and our work falls into 
this literature. Much of this work has focused on fore-
casting stock prices and financial indicators (see Nas-
sirtoussi et al. 2014 and Xing et al. 2018 for detailed 
surveys), but other applications include forecasting 
economic trends and macroeconomic variables, such 
as GDP (Larsen and Thorsrud 2019, Bybee et al. 2021) 
or disease outbreaks (Chakraborty and Subramanian 
2016). To keep the discussion focused, we only review 
literature that leverages news text.

Existing work has proposed different ways to extract 
information from news text. The earliest work in this 
stream was by Gidofalvi (2001), who models individual 
words in financial news articles using a naive Bayes text 
classifier to predict the movement of stock prices. Schu-
maker and Chen (2009) compared the performance of 
different representation schemes, such as bag of words, 

noun phrases, and named entities, for improving stock 
price forecasting. Hagenau et al. (2013) demonstrate 
the value of capturing word combinations instead of 
single words and market feedback to select relevant 
features to better forecast stock prices. Other work has 
explored the use of NLP techniques, such as sentiment 
analysis (Tetlock 2007, Zhang and Skiena 2010, Li et al. 
2014) and semantic frames (Xie et al. 2013), to extract 
relevant features from news text. More recently, 
machine learning (ML) approaches, such as matrix fac-
torization (Ming et al. 2014) and neural network 
embeddings (Hu et al. 2018, Liu et al. 2018), have been 
utilized to further improve the quality of the extracted 
text representations. The aforementioned works apply 
or extend representation schemes developed in the 
NLP/ML literature to extract information from generic 
documents, not accounting for the particular structure 
of a news article (title, lead paragraph, etc.). In contrast, 
our proposed approach exploits the typical dis-
course structure of news articles to define a custom-
ized embedding that outperforms general-purpose 
embeddings.

There is also some work that explicitly relies on 
extracting some notion of events from news articles. 
For instance, Ding et al. (2014) extract event represen-
tations as a tuple of actor, object, and action and show 
that it outperforms baselines approaches that do not 
capture structured entity-relation information. Ding 
et al. (2015) leverage the structured event representa-
tions of Ding et al. (2014) and learn event embeddings 
via a neural network designed to output similar em-
beddings for similar events. The event embeddings 
enable generalization to unseen events and are used as 
inputs in deep learning models that forecast individual 
stock prices. The authors further improve the quality 
of the event embeddings by using a knowledge graph 
that provides background knowledge on different en-
tities as well as their relations and show that it leads to 
more accurate prediction of stock market volatilities 
(Ding et al. 2016). Our definition of events differs as it 
captures only the action word(s) of an event, termed 
event trigger, and we group similar event triggers into 
an “event class,” which allows us to effectively share 
information across different occurrences of the same 
event and address sparsity issues arising from the 
presence of infrequent or rare events.

3. News Event-Driven Forecasting Model
In this section, we describe our proposed methodology 
in detail. As mentioned, our method combines event 
representations extracted from news articles with his-
torical price data using a neural net architecture to fore-
cast future prices. Before we describe each of these 
components, we formally introduce the problem and 
the associated notation.
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3.1. Problem Definition
Our objective is to build a predictive model that 
can forecast commodity prices using real-world event 
occurrences reported in news articles. We assume 
access to a corpus of news articles indexed by time t, 
with Dt denoting the collection of news articles pub-
lished at time t. The granularity of the time index t 
depends on the particular prediction task; it can be a 
day, a week, a month, or a year, and our formulation is 
agnostic to the actual granularity. The news articles 
report different real-world events, and we suppose that 
the reported events come from a fixed but unknown 
universe of size K. We discuss how to identify these 
events from a corpus of news articles in Section 3.2. For 
now, suppose that there exists a function !t : Dt !
[0, 1]K that maps a collection of news articles published 
at certain time t to a vector !t(Dt) à (φt, 1,φt, 2, : : : ,φt, K)
that specifies the “intensity” of each of the K events at 
time instant t. We call !t(Dt) the event embedding at time 
t and refer to it as !t in the remainder of the paper, 
with the news corpus Dt being implicit.

Next, let y denote the price time series of any com-
modity of interest, with yt representing the price at time 
t. Our goal is to design a predictive model G that takes 
as inputs the event embeddings !t, !t�1, : : : , !t�δ+1 
and the past prices yt, yt�1, : : : , yt�δ+1 and outputs the 
price at time t+1. Here, δ � 1 is a time lag parameter 
that captures how far in the future a real-world event 
can influence the price of the commodity. In Section 3.3, 
we present a neural network-based predictive model 
for forecasting commodity prices.

Note that in the formulation, we can use any function 
!t(·) that maps a collection of news articles into a repre-
sentation of real-world events. Indeed, our evaluation 
in Section 4 compares the predictive performance of 
different representation schemes for the mapping !t.

3.2. Generating Event Embeddings from 
News Articles

In this section, we formally describe how we generate 
event embeddings, our custom embedding for news arti-
cles. The success of our approach critically depends on 
how well we are able to extract relevant events from 
the text of a news article. Meaningless “events” could 
hurt rather than help the prediction accuracy. Because 
a news article mentions many facts beyond just the 
events, such as location, entities involved, etc., general- 
purpose representation schemes, such as LDA, word2-
vec, or doc2vec, might identify “topics” or themes that 
are not directly related to the events being reported. 
These representations do indeed worsen the prediction 
performance (see Section 4.2).

We address this challenge by constructing event 
embeddings that exploit the specific structure of news 
articles. Specifically, our embedding scheme (1) restricts 
the vocabulary to only consider “event triggers,” and 

(2) infers events reported by leveraging the unique dis-
course structure in news articles. We elaborate on the 
sequence of steps employed to obtain the event embed-
dings from the news corpus next.

3.2.1. Automated and Scalable Event Trigger Extrac-
tion. Although the notion of an event is intuitive, 
algorithmic extraction requires a more precise way to 
operationalize it. Several approaches have been pro-
posed in the NLP literature for this purpose. Of these, 
we focus on identifying events using the corresponding 
event triggers. An event trigger is a word or a phrase 
appearing in the news article that specifies the occur-
rence and the type of a specific event (Doddington et al. 
2004). For example, from the headline “FIFA Officials 
Arrested in Corruption Case” of a news article, one 
may infer that the article is reporting an arrest event. 
The essence of this event can be captured using the 
word arrested, which is the event trigger for this head-
line. Usually, event triggers are verbs or nouns present 
in the sentence that describe some notion of “action” or 
“incident.” Event triggers can occur in various forms— 
verbs (traders protest over FDI in retail), nouns (burglary 
in police station leaves cops red-faced), or a combined 
phrase (number of AIDS patients go up in MP). Ulti-
mately, determining which words or phrases in a sen-
tence are event triggers requires human input. One 
approach then is to manually label each word of each 
sentence in a news article as a trigger or a nontrigger. 
The manual approach, of course, does not scale to the 
large size of our news corpus (consisting of approxi-
mately 1.6 million articles).

To deal with the labeling challenge, we need an 
algorithm that can mimic human annotators in accom-
plishing the sequence labeling task, where given an 
input sentence, the algorithm labels each word in the 
sentence as a trigger or nontrigger. For this purpose, 
we propose a supervised learning method using a con-
ditional random field (CRF) model (Lafferty et al. 
2001) to automatically extract event triggers from any 
news article. The CRF model leverages features, such 
as part of speech and named entity tags, word posi-
tion, etc., to predict the label (trigger or nontrigger) of 
each word in an input sentence; we defer the precise 
details to Online Appendix A.1. To generate data for 
training the CRF, we conduct an Amazon Mechanical 
Turk (MTurk) study, described in Online Appendix 
A.1.1, to annotate a “small” random sample of article 
headlines with event triggers. The evaluation of our 
CRF model reveals a high F-1 score of 0.837 in identify-
ing the event triggers, despite being trained with a 
small amount of labeled data. Our proposed method-
ology is also versatile as the CRF can easily be trained 
using different kinds of labeled data in order to extract 
meaningful representations in alternate contexts.
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3.2.2. Clustering Event Triggers to Form Event Clas-
ses. To enable information sharing across different 
occurrences of the same event as well as address data 
sparsity issues because of rare events, in the second 
step, we group the event triggers into what we call 
event classes, where each event class represents a type 
of event. In particular, we first leverage the trained CRF 
model to extract event triggers from all news articles in 
the corpus. Then, we cluster the universe of event trig-
gers obtained using the standard k-means algorithm 
into K (nonoverlapping) groups, with the distance mea-
sure defined as the cosine similarity (Manning et al. 
2008) between the word2vec representations of the trig-
gers. The optimal number of clusters was determined 
according to the “elbow” method (Sugar and James 
2003), resulting in Kà 250 event classes for our corpus.

3.2.3. Generative Event Model Exploiting News Dis-
course Structure. With the tools described in place, we 
can identify the numbers of event triggers and event clas-
ses mentioned in each news article. But the question 
remains: what is/are the main event(s) mentioned in the 
news article? To infer these main events, we next propose 
a probabilistic generative model for real-world events 
reported in any news article. Unlike the widely used LDA 
topic model (Blei et al. 2003) that models each document 
as a mixture of topics and treats all the words reported in 
the document equally, our proposed model exploits the 
unique structure of a news article as outlined.

Although a given news article references multiple 
events in practice, Choubey et al. (2018) found that 
there is usually one dominant or central event reported 
in any article. Moreover, the news discourse literature 
prescribes that the title/headline and the lead para-
graph of the article typically summarize the central 
event being reported; see, for instance, Bell (1991), Van 
Dijk (2013), and Yarlott et al. (2018). Motivated by 
these observations, our generative model posits that 
each news article reports one central (or main) event, 
which is drawn from a finite set of event classes. The 
event class of a news article, instantiated in the central 
event, is identified through the event triggers men-
tioned in the headline and first paragraph of the article. 
The events referenced in the remainder of the news 
article are termed subsidiary events, where again, each 
event corresponds to some underlying event class that is 
closely associated with the central event class. For exam-
ple, we expect that the event class {“blasts,” “explosion,” 
“bombing,” … }) is frequently accompanied by the event 
class {“kill,” “injure,” “die,” … }) in any news article.

We train our generative event model on the entire 
news corpus using the procedure outlined in Online 
Appendix A.2. The trained model outputs a probability 
distribution over the event classes for each news article, 
ideally assigning the largest probability to the central 
event reported in the article. To ensure that our model 

is identifying meaningful events, we conduct a second 
MTurk study in which we asked a different set of 
human annotators to identify the central event reported 
in news articles. This labeled data set is used to evaluate 
the generative event model that predicts the most likely 
central event reported in each news article. Our evalua-
tion, presented in Online Appendix A.2.1, shows that 
the event model achieves an accuracy of 93.5% and a 
macro average F-1 score of 0.917, indicating its success 
in correctly determining the central event in news arti-
cles identified by human annotators.

3.2.4. Computing the Embeddings. Finally, the trained 
generative model is used to infer the most likely central 
event in each news article. We then aggregate the cen-
tral event predictions across all articles in Dt to obtain 
the event embedding !t at time t according to (EC.3) in 
Online Appendix A.2.

3.3. REN: A Neural Network Model for Price 
Forecasting

We now describe our framework for forecasting com-
modity prices. Specifically, we introduce the concept of 
an REN—an RNN-based (Bengio et al. 2017) event- 
driven predictive model. Neural networks parameterize 
the input-output relationship using a series of nonlinear 
transformations (captured by “artificial neurons”) and 
aim to learn the parameters using large amounts of 
training data. RNNs are used to capture temporal or 
sequential dynamics in the data and therefore, are well 
suited for time-series forecasting (Malhotra et al. 2015, 
Che et al. 2018). An REN leverages the RNN framework 
to forecast a time series by capturing nonlinear depen-
dencies on past prices as well as exogenous event 
information.

Formally, the REN has a sequence of δ�hidden states, 
where the ith hidden state (1  i  δ) encodes aggre-
gated event and price information from time t� δ+ 1 to 
t� δ+ i. Each hidden state takes as inputs the event 
embedding and the commodity price at the correspond-
ing time point as well as the output from the previous 
hidden state. It then applies a state-to-state transition 
function F to combine all of its inputs into an output 
vector hi 2 RH as follows:

hi à F (!t�δ+i, yt�δ+i, hi�1), (1) 

where for all 1  i  δ, !t�δ+i 2 RK is the event embed-
ding and yt�δ+i is the commodity price at time t� δ+ i. 
We let h0 à 0 be the all-zeros vector in RH. It is custom-
ary to think of each hidden state as comprising H units 
or neurons, with the values in hi representing the 
“activation” of each unit in hidden state i. The state-to- 
state transition function F is chosen as the composition 
of an element-wise nonlinearity f : R !̀ R, such as the 
logistic sigmoid, hyperbolic tangent function, or rectified 
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linear unit (Bengio et al. 2017), with an affine transforma-
tion of the inputs and the previous hidden state output:

hi à f (W · [!t�δ+i, yt�δ+i] + U · hi�1), (2) 

where W 2 RH⇥(K+1) is the input-to-hidden state param-
eter matrix and U 2 RH⇥H is the state-to-state recurrent 
parameter matrix. Note that the parameters W and U 
are shared across all the hidden states.

The final hidden state outputs the predicted price at 
time t+ 1, which we denote as ŷt+1:

ŷt+1 à v>hδ, 

where v 2 RH represents the hidden state-to-output 
parameter vector. Note that the predicted price is 
(implicitly) computed as a function of all the previous 
event embeddings !t, !t�1, : : : , !t�δ+1 and all of the 
past prices yt, yt�1, : : : , yt�δ+1 because of the sequential 
dependence in (1).

Summarizing the steps, the end-to-end predictive 
model for the REN can be written as

ŷt+1 à G(!t, !t�1, : : : , !t�δ+1, yt, yt�1, : : : , yt�δ+1), (3) 

where G is the composite function that maps the time 
series of event embeddings and past prices to the pre-
dicted price. The parameters of the REN model are 
then estimated by minimizing the mean squared error 
between the actual and predicted prices on historical 
data, referred to as the training data set. The learned 
parameters are then used to forecast future prices.

Finally, we note that RNNs have been found to suffer 
from the vanishing gradient problem, which means that 
the magnitude of the gradient (partial derivative with 
respect to the model parameters) that is used to update 
the network during training decreases rapidly as the num-
ber of hidden states grows. As a result, they are unable to 
model longer-term dependencies (Pascanu et al. 2013). 
For example, some news events might have a “delayed 
effect” on the price, which the standard RNN model may 
not be able to capture. The issue was addressed by intro-
ducing memory to the hidden states. We experimented 
with both LSTM (Hochreiter and Schmidhuber 1997) and 
gated recurrent units (Cho et al. 2014) and observed that 
LSTM units performed better. Therefore, we implement 
RENs with LSTM units in the hidden states in our numeri-
cal evaluation, described next.

4. Evaluation Using a Corpus of News 
Articles and Price Data

Our data are composed of two different sources over a 
15-year period (January 2006 to December 2020)—a cor-
pus of news articles and a set of time-series data for the 
different commodities. The price data were collected from 
the Ministry of Agriculture and Farmers Welfare, Govern-
ment of India’s AgMarknet portal (https://agmarknet. 
gov.in). The Directorate of Marketing and Inspection 

under the ministry publishes the minimum, maximum, 
and modal (the price at which maximum sales were 
recorded) prices of crops across many different wholesale 
markets in the country. In this work, we focused on onion, 
potato, rice, and wheat, which are among the most con-
sumed agricultural products in India. We consider the 
daily modal prices of each commodity and compute the 
average across all markets in the country between January 
1, 2006 and December 31, 2020. This gives us the actual 
commodity price yt for each day t. To obtain the event 
embeddings, we use a corpus of news articles published 
by the Times of India (TOI), which is a leading national 
daily in India, between 2006 and 2020. We collected all the 
articles published during this time period from the online 
archives, which are available at https://timesofindia. 
indiatimes.com/archive.cms. Our corpus consists of 
1,684,322 articles from both the national as well as dif-
ferent regional TOI editions. From each article, we 
extracted the headline, main text, and publishing time.

4.1. Methods Compared
To isolate the benefits of leveraging event information 
for improved prediction as opposed to employing a 
more sophisticated (nonlinear) model, we compare the 
performance of the following different methods for fore-
casting commodity prices. 

1. Linear models. We implement the following 
models that capture linear dependence on past prices 
and event information. 

a. Naive forecast. As a simple baseline, we con-
sider the naive forecast that predicts that tomor-
row’s price is the same as today’s price: that is,

ŷt+1 à yt:

b. Autoregressive (AR) process. We implement 
an AR process of order p, which predicts prices 
according to the following equation:

ŷt+1 à α0 +
Xp

$à1
α$ · yt+1�$, (4) 

where " à (α0,α1, : : : ,αp) is a vector of parameters that is 
learned from the data. We experimented with different 
values for p, and the results were qualitatively similar. 
We report the results for pà2 and use ordinary least 
squares (OLS) to estimate ".

c. AR process with event embeddings (AR+ e-
vents). We update (4) to incorporate event infor-
mation into the AR(p) model as follows:

ŷt+1 à α0 +
Xp

$à1
α$ · yt+1�i +

XK

kà1
ωk ·

Xδ

$à1
φt+1�$, k

 !

,

(5) 
where # à (ω1,ω2, : : : ,ωK) is a vector of parameters 
capturing the impact of the different events; recall that 
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φt0, k is the event embedding for event k 2 [K] for day t0. 
Similar to RENs, we incorporate the impact of events up 
to δ�days in the past. An alternate specification would 
be to allow events at different lags to impact the pre-
dicted price differently: in other words, estimate a sepa-
rate coefficient ωk, $�for each k 2 [K] and $ 2 [δ]. Because 
Kà250 in our context, the number of parameters to esti-
mate quickly grows as the event lag δ�becomes larger, 
increasing the risk of overfitting. Consequently, we esti-
mate the parsimonious form of the model outlined in 
(5). However, we still encountered overfitting in certain 
scenarios and applied ridge regularization to improve 
the prediction performance, where the penalty term 
was chosen using a validation set. Finally, because 
events can have disparate impacts for different crops, 
we treat δ�as a hyperparameter and rely on crossvalida-
tion to tune its value among {1, 7, 14, 21, 28}, which cor-
respond to one-day, one-week, two-week, three-week, 
and four-week lags, respectively.

d. AR process with alternate embeddings (AR+ X). 
We consider three additional models obtained by 
replacing the event embeddings in Equation (5) 
with LDA topics (Blei et al. 2003), word2vec 
embeddings (Mikolov et al. 2013), and doc2vec 
embeddings (Le and Mikolov 2014). Refer to 
Online Appendix C for details on how each of 
these embeddings is computed.

2. Nonlinear models. The following models cap-
ture nonlinear dependence on past prices and event 
information. 

a. LSTM model using only past prices. We con-
sider an LSTM prediction model similar to RENs 
but that uses only the past prices yt, yt�1, : : : , yt�δ+1 
to forecast the price on day t+1. Because training 
LSTM models is computationally intensive, we 
set the lag δà7 days, which provided a reasonable 
balance between prediction accuracy and model 
training time. Neural network models, including 
LSTM, require careful tuning of many hyperpara-
meters as well as appropriate normalization of 
input features to achieve good performance; we 
describe these details in Online Appendix B.

b. REN model. We fix δà 7 days to analyze the 
impact of incorporating event embeddings into 
the pure LSTM model. The training procedure is 
identical to that used for LSTM.

c. LSTM model using past prices and alternate 
embeddings (LSTM+ X). Similar to the AR process, 
we consider alternate models obtained by repla-
cing the event embeddings in RENs with LDA 
topics, word2vec, and doc2vec embeddings.

4.2. Results and Discussion
We first generate the event embeddings for the entire 
news corpus using the procedure described in Section 
3.2. Next, we train the different forecasting methods 

using data from January 2006 to December 2012. Speci-
fically, we divide this period into overlapping intervals 
of δ�days so that each training instance involves pre-
dicting the price yt+1 using the event embeddings and 
historical prices from day t� δ�up to day t. The LSTM 
and REN models were trained using the TensorFlow 
(Abadi et al. 2015) library, whereas the AR models 
were trained using Python’s scikit-learn library (Pedre-
gosa et al. 2011). We leverage the trained models to 
forecast prices for each day in the test period, lasting 
from January 2013 to December 2020.

Table 1 summarizes the predictive performance by 
reporting the root mean square error (RMSE) in pre-
dicting the one-day-ahead crop price under all compet-
ing methods. We make the following observations 
from the table. 

1. RENs outperform all competing methods. Our pro-
posed method outperforms the benchmarks for all four 
crops. In particular, RENs achieve an RMSE reduction 
of about 7% for onion and potato, 13% for rice, and 5% 
for wheat over the best benchmark, as reported in 
Table 1. In fact, the absolute performance of RENs is 
also impressive; the MAPEs, reported in Table EC.7 in 
Online Appendix E, for onion, potato, rice, and wheat 
are 5.2%, 5.3%, 3.4%, and 2.3%, respectively. The high 
prediction accuracy for onion is particularly promising 
because onion prices are susceptible to even minor 
shocks.

2. Events help improve accuracy—the “right” events 
even more so. Both linear and nonlinear models benefit 
from adding event information, indicating that events 
contain early warning signals on price changes. In par-
ticular, the AR + events method achieves a 5% reduc-
tion in RMSE compared with AR for onion price 
prediction. Similarly, the REN model achieves an aver-
age 10% reduction in RMSE over the LSTM bench-
mark across the four crops. The improvement is also 
apparent from Figure 3, which plots the daily forecast 
errors—difference between the predicted and actual 
prices—for the LSTM and REN models during the test 
period. It can be seen that the LSTM model exhibits 
large deviations from zero, indicating significant fore-
cast errors. The signal from event embeddings in the 
REN model helps to significantly reduce the spread 
of the daily forecast errors. A similar comparison be-
tween AR + events and AR is shown in Figure EC.4 in 
Online Appendix E.

However, it is important to note that the improve-
ments depend on the specific type of event representa-
tion used. Table 1 shows that widely used general- 
purpose text representations, such as LDA topics (Blei 
et al. 2003), word embeddings (Mikolov et al. 2013), 
and document embeddings (Le and Mikolov 2014), can 
in fact worsen the forecast accuracy because of overfit-
ting. In contrast, event embeddings always improve 
the performance and provide significant reductions in 
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RMSE compared with alternate embeddings for the 
nonlinear models: 18% and 20% for potato and rice, 
respectively.

3. Nonlinear models can generate more accurate fore-
casts. This suggests that the underlying price fluctua-
tions are complex so that linear forecasting models 
are insufficient in explaining them. For instance, the 
LSTM model achieves `11/quintal lower RMSE than 
AR for onion price prediction, whereas the event- 
driven REN model obtains `21/quintal reduction in 
RMSE over the event-based linear model (AR + e-
vents) for predicting the price of rice. In fact, from 
Table 1, we observe that the LSTM model outperforms 
the AR + events method for three of the crops, which 
further highlights the benefit of using sophisticated 
models for predicting commodity prices. At the same 
time, we observe that the LSTM model performs 
worse than the AR models and comparable with the 
naive forecast when predicting wheat prices. This also 
showcases the need for appropriate regularization of 
such neural network models when forecasting com-
modity prices. Including our proposed event embed-
dings as inputs to the LSTM model provides valuable 
signals about the factors influencing price changes, 
serving as a form of regularization.

The findings validate our original hypothesis of 
leveraging real-world event occurrences for predicting 
commodity price fluctuations, showing that using only 
historical prices may not provide the most accurate 
predictions. They also showcase the value of extracting 
the “right” set of features from text data because our 

proposed event embeddings that leverage the special 
structure of news articles outperform general-purpose 
embedding techniques.

5. Which Events Are Driving the Price 
Fluctuations?

The evaluation in the previous section shows the efficacy 
of using our proposed REN model for forecasting agri-
cultural commodity prices. However, it does not reveal 
which events (if any) are responsible for the price fluctua-
tions at any particular time. Beyond lending interpret-
ability to our model, which can help build confidence 
into the model’s predictions (Burkart and Huber 2021), 
knowledge of such events can assist managers in being 
better prepared for future occurrences of the same or 
related events. For instance, if managers know that elec-
tions or festivals are typically associated with rising 
prices, they can influence the procurement strategy 
before an upcoming election or major holiday. Similarly, 
it can help investment managers with commodity 
futures in their portfolios take precautionary actions to 
hedge against potential losses because of upcoming 
events. It can also aid governments and policymakers in 
reducing the negative impacts of impending price shocks 
by informing key decisions, such as budget allocation 
and spending, design of subsidies and incentives, etc., 
prior to such events and ensuring that vulnerable popu-
lations have access to affordable food.

To identify the key drivers of price fluctuations at 
each time, we first compute event importance scores 

Table 1. RMSE in Units of Rupees per Quintal for One-Day-Ahead Price Forecasts During 
the Test Period (January 2013 to December 2020)

Forecasting methods

Crop

Onion Potato Rice Wheat

Linear models
Naive 188.22 107.00 178.81 65.56
AR 178.05 96.72 161.86 59.11
AR + LDA topics 169.34 96.33 161.60 59.73
AR + word2vec embeddings 171.38 96.50 167.23 62.01
AR + doc2vec embeddings 171.12 98.89 188.50 66.60
AR + events 169.59 96.67 161.78 59.04

Nonlinear models
LSTM 167.72 91.78 156.99 66.01
LSTM + LDA topics 188.34 107.00 165.10 65.55
LSTM + word2vec embeddings 189.53 107.21 178.94 70.08
LSTM + doc2vec embeddings 189.56 107.08 179.51 66.30
Our method (REN) 155.56 86.08 135.62 55.96

Notes. Incorporating event embeddings helps improve the performance of both linear and nonlinear models, 
whereas general-purpose embeddings can worsen the forecast accuracy because of overfitting. Nonlinear 
models outperform linear models, implying that the underlying price fluctuations are complex. Our 
proposed method, highlighted in bold, reduces the forecast error by about `12/quintal for onion (7% lower), 
`6/quintal for potato (7% lower), `21/quintal for rice (13% lower), and `3/quintal for wheat (5% lower) over 
the best benchmark.
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from the trained REN model as described next. Events 
with the largest importance scores at each time point 
are then deemed to be the biggest drivers of price fluc-
tuations at that time.

5.1. Computing Event Importance Scores
RNNs leverage the temporal sequence of input values 
to infer the most likely value of the output variable. 
As information from the previous inputs flows in the 
forward direction (via the hidden states), it under-
goes several complex transformations, and therefore, it 
becomes difficult to interpret the importance of the 
input at a specific time point in predicting the output 
variable. To address this issue, there have been differ-
ent proposals in the literature to “interpret” a sequen-
tial model (such as RNN) and determine the relative 
importance of a particular input for the prediction out-
come. As we move to investigate the important events 
that drive fluctuations in commodity prices, we sur-
veyed some of these methods and determined the most 
suitable approach for our case. We specifically concen-
trated on methods that are applicable to a model post-
training, and no information is required from the 
training phase. Based on applicability of these methods 

in our context and the computational complexity, we 
chose the gradient-based explanation method (Denil 
et al. 2015, Li et al. 2016) to interpret the relative impor-
tance of input features in our REN model.

In the gradient-based explanation method, a rele-
vance score is computed to represent the importance of 
each input variable for predicting the outcome of a sin-
gle data point. Before we can formally define the rele-
vance score, we need to introduce some notation. For 
any time t0, let xt0 à [!t0 , yt0] denote the input vector to 
the REN model, where recall from Section 3.3 that 
!t0 2 RK is the K-dimensional event embedding and yt0

is the commodity price at time t0. Therefore, the vector 
xt0 2 RK+1. In our context, a data point is of the form 
(Xt, yt), where yt is the commodity price at time t and 
Xt à {xt�1, : : : , xt�1�δ} is the set of input vectors in 
the interval Tt,δ :à [t� 1� δ, t� 1]. An input variable 
thus corresponds to any of the features xt0, i, where t0 2
Tt,δ�and 1  i  K + 1. For any input variable xt0, i, we 
denote by R(t)

t0, i its relevance score, defined as R(t)
t0, i à

@G(Xt)
@xt0, i

���
��� ⇥ |xt0, i �E[xt0, i] | , where E[xt0, i] denotes the ex-

pected value of feature xt0, i and G is the composite 
mapping from (3) that computes the predicted price. 
Note that the relevance score is nonnegative and is 

Figure 3. (Color online) Daily Forecast Error During the Test Period (January 2013 to December 2020) 

Notes. Forecast error is computed as the difference between the predicted price and the actual price, so values close to zero are preferred. The LSTM 
model exhibits large errors during multiple days in the test period. By incorporating event information, our proposed method is able to significantly 
reduce the spread of the daily forecast errors. The difference between the two methods is visible more clearly in the online color version.
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defined as the product of two terms: the derivative 
that captures how much the predicted price changes 
with a small change in the input feature—the larger 
the change in the predicted price, the more relevant it 
is—and the relative intensity of the input feature mea-
sured by its deviation from the average value.

Given this, the relevance score R(t)
i of feature i for the 

data point (Xt, yt) is computed by summing up the rel-
evance scores for that feature across all the input units 
to the REN; that is, we compute R(t)

i :àPt02Tt,δR
(t)
t0, i. 

Then, for each 1  i  K, the score R(t)
i captures the rel-

evance or importance of event i in predicting the price 
at time t. In a similar fashion, R(t)

K+1 captures the impor-
tance of the historical price. Finally, for each feature i, 
we compute its importance in any month M, say R(M)

i , 
as the average of the daily importance scores, R(M)

i àP
t2MR(t)

i =num_days(M), where num_days(M) is the 
number of days in month M. We choose monthly 
(instead of daily) intervals to avoid focusing on noisy 
local fluctuations in the prices.

5.2. Observations and Insights
In Figure 4, we present a heat map for each crop show-
ing the relative importance of different events in pre-
dicting price fluctuations in each month during a 
subset of the test period (January 2013 to December 
2015); we only show the subset of events that were 
identified to be among the five most important events 
in at least one month. Each event is manually labeled 
with a single word that best describes the event; see 
Online Appendix D for the collection of event triggers 
associated with each label. For onion, potato, wheat, 
and rice, our analysis identifies 11, 12, 12, and 11 
unique events, respectively, as the key drivers of price 
fluctuations in the three-year period. We make the fol-
lowing observations. 

1. Events driving price fluctuations for a particular 
crop vary over time. We find that for all four crops, the 
importance of any particular event varies across the 
test period, and therefore, different events drive fluc-
tuations in crop prices at different times. For instance, 
although the natural event is found to be among the 
most important factors behind rice price fluctuations 
(TOI 2013a, 2014a; Economist 2015) during the summer 
months of 2013–2015, the event scam was the main 
driver of rice prices during late 2013 and early 2014 
(TOI 2013b, 2014b, c).

2. Different events drive price fluctuations for differ-
ent crops during the same time period. Our analysis 
finds that even during the same time period, the events 
driving price fluctuations differ across different crops. 
For instance, in contrast to the natural event for rice 
mentioned earlier, wheat prices were mostly influ-
enced by the policy event during the summers of 2013 
and 2015 (TOI 2013c, 2015a; Business Standard 2015). 

Similarly, during November 2013, wheat price 
changes were attributed to the festivals prevalent dur-
ing that period. On the other hand, the event hike, 
which refers to a hike in prices of other commodities, 
such as fuel and electricity, or transportation-related 
factors (e.g., fare hike or hike in highway tolls), was 
deemed to be the most important driver of rice prices 
in the same month. Although we did not find any 
direct evidence of such hikes influencing the crop 
prices, there are news articles reporting fuel and trans-
portation price hikes in the months leading up to 
November 2013 (Bagri 2013; TOI 2013d, e), which may 
have impacted the supply chain by increasing trans-
portation costs, thereby driving prices up.

3. Our analysis identifies well-known factors driv-
ing commodity prices. Past studies have shown that 
oil prices, climatic conditions, and government poli-
cies (e.g., subsidies) lead to major changes in food 
prices (Amadeo 2021, Bogmans et al. 2021). These cor-
respond to the event classes hike, natural, and policy, 
respectively. Existing studies have also identified the 
availability of resources, such as water, as one of the 
key factors in ensuring long-term food security (Graf-
ton et al. 2015). Although our coarse-grained event 
classes do not identify specific events, the class labeled 
as natural (which encompasses events such as poor 
monsoon/rainfall, floods, drought, etc.) broadly ex-
plains the impact of water availability on commodity 
prices. Similarly, the event classes strike, protest, and 
damage highlight social unrest as a plausible cause for 
increased commodity prices, a finding corroborated 
by several prior studies (Bellemare 2015, Raleigh et al. 
2015, Li et al. 2022).

The findings show that our proposed REN model 
is able to associate real-world event occurrences with 
fluctuations in the commodity prices and is not 
merely detecting spurious correlations. However, it is 
worth noting that our method provides only a coarse- 
grained picture by identifying a candidate set of fac-
tors that are most predictive of the crop prices, after 
which a more fine-grained analysis can be conducted 
to understand the precise impact of different events 
on the prices. For instance, one could examine news 
articles published in the corresponding time interval 
and look for mentions of the events identified by our 
analysis. We performed such an exercise for a subset 
of events identified in Figure 4, which revealed some 
interesting insights. 

• Natural events were found to be among the most 
important factors driving price fluctuations for rice and 
wheat. Examples include floods (India Today 2015) 
and excessive or poor rainfall (Dutta 2014, Bera 2015, 
TOI 2015b, WorldGrain 2015). Such events can damage 
the crop harvest and adversely impact supply and pro-
duction, subsequently driving the prices up.
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• Similarly, food prices were uniformly found to 
be impacted by various policy measures taken by the 
government—denoted by the event policy—to better 
match supply and demand. We notice that such poli-
cies seem to take effect when the prices have been 

steadily increasing for a few months and the govern-
ment is under pressure to take action to alleviate the 
issue. For instance, potato prices soared during the first 
half of 2014 and 2015. As a result, the government took 
some steps to control the price rise, such as curbing 

Figure 4. (Color online) Variation in the Importance of Different Events in Driving the Underlying Price Fluctuations Between 
January 2013 and December 2015 

Notes. We compute the importance of an event using a gradient-based method that measures the sensitivity of the predicted price to its intensity. 
The importance scores are normalized to lie between zero (low) and one (high). For each crop, the scores are displayed in a heat map, with the 
row corresponding to an event and the column corresponding to a month. Our analysis identifies events known to impact price fluctuations, 
such as elections, festivals, government policies, and natural calamities. For each crop, we see that the importance of any event varies over time, 
indicating that different events are driving the price fluctuations during different times. Moreover, even during the same time period, different 
events may be responsible for driving the price fluctuations of different crops.
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exports and providing subsidies to lower transport 
costs (KNN 2014; TOI 2014d, 2015c; Acharya 2015; Eco-
nomic Times 2015; Frontline 2015).

• We also found some novel events responsible for 
the price fluctuations in many months, such as scam. 
Upon further investigation, we found that numerous 
illicit practices have caused food prices to increase (TOI 
2013b, TheHindu 2015, India Today 2015a). A similar 
practice is hoarding of onion stock by traders, which is 
often highlighted in the media as a means to artificially 
raise the prices (Mukherjee 2014, TOI 2014e, The Hindu 
Businessline 2020). In fact, even legally hoarding can 
affect the prices (Jagannathan 2014). On the contrary, 
the event raid counters this effect and is found to be one 
of the important factors driving the prices, backed by 
several news reports of law enforcement agencies raid-
ing storage units across India to take action against 
hoarders (TOI 2015d, e, f). Another example is the 
event purchase identified for wheat, which refers to var-
ious steps taken for more systematic procurement of 
the produce (Economic Times 2014, Nibber 2021).

• Finally, some events were consistently found to be 
key drivers throughout the duration considered, such as 
arrest for onion and strike for potato. Transportation 
strikes directly impact food prices, including for potato 
(India Today 2015b; TOI 2015g, 2018), and are likely to 
be an important driver. On the other hand, an event 
such as arrest may not seem to have a direct impact, but 
because of its ubiquitous nature, it can act as a confound-
ing or mediating driver of food prices. This suggests the 
potential of studying the cascading impact of persistent 
events in driving commodity prices in future work.

6. Conclusions, Limitations, and 
Future Directions

Based on the premise that prices of many commodities 
are sensitive to real-world events, this paper presents a 
data-driven framework to extract events reported in 
news articles and incorporate them as exogenous fea-
tures to improve the forecasting accuracy. We introduce 
the notion of RENs, a neural network-based framework 
for building event-driven nonlinear predictive models 
for forecasting commodity prices, and evaluate their 
performance in forecasting one-day-ahead prices of four 
staple agricultural commodities in India. Our method 
achieved up to 16% improvement in forecast accuracy 
when compared with baseline methods that employ 
linear predictive models and 20% improvement com-
pared with using general-purpose event representa-
tions. These results show the benefits of using nonlinear 
models as well as the “right” event representation 
scheme for predicting commodity prices. Our frame-
work also provides interpretability to the generated 
forecasts by identifying the most important events driv-
ing the price changes during each time period.

Accurate commodity price forecasts can benefit 
individuals, businesses, governments, and the society 
as a whole (Assefa et al. 2015). Agribusinesses can use 
precise forecasts to make informed decisions about 
when and how much to procure, enabling them to opti-
mize inventory and storage costs effectively. The same 
applies to other players in the food industry, including 
restaurants and hotels, that can proactively manage 
their costs, negotiate better contracts with suppliers, 
and make strategic decisions to reduce financial risk 
associated with the volatile prices. For farmers, access to 
reliable price predictions can serve as an invaluable tool 
to time their harvests effectively, choosing to sell when 
prices are high to maximize profits. Additionally, if 
market-level forecasts are available, farmers can further 
boost their income by strategically choosing markets 
to sell their current harvest by factoring in transporta-
tion and other expenses. It can also empower them with 
better negotiating power with buyers, processors, and 
distributors and help them avoid selling their produce at 
disadvantageous prices. Accurate forecasts can also help 
in reducing wastage and ensuring more sustainable 
farming practices. Finally, forecasts of food prices can 
inform consumers about market trends and enable them 
to budget for food-related expenses effectively.

Our paper adds to the growing literature on leveraging 
news articles to improve the forecasting of other impor-
tant indicators, such as infectious disease spread (Bhatia 
et al. 2021, Kim and Ahn 2021); macroeconomic variables, 
like GDP, unemployment, industrial production, infla-
tion, etc. (Feuerriegel and Gordon 2019, Kalamara et al. 
2022, Barbaglia et al. 2023); and food (in-)security (Ba 
et al. 2022, Balashankar et al. 2023). Moreover, our 
work can lay the foundation for a new research area 
on developing novel methods for leveraging other 
kinds of unstructured data, such as social media posts, 
images, videos, etc., to improve operational decisions.

Although our proposed method is largely flexible 
and can be applied across various domains, it does suf-
fer from a few limitations. Currently, we use news data 
from a single albeit reputed source, which might raise 
questions about the accuracy or potential systemic bias 
of the information reported in the news articles. Aggre-
gating news across multiple sources can help mitigate 
such concerns. Further, our framework only leverages 
English-language articles, possibly missing some local 
or regional events. By including texts from local lan-
guage publications, the breadth of reported events 
could be enhanced. Finally, our approach is best suited 
for forecasting variables that are directly impacted by 
real-world events. For instance, we would expect it to 
perform better in predicting the prevalence of seasonal 
and nonchronic diseases (e.g., flu, malaria, etc.), of 
which news media often has extensive coverage, thus 
providing early warning signs of an outbreak. This is in 
contrast to chronic diseases, like cancer or diabetes, 
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where the number of cases tends to be more uniform 
over time.

In addition to addressing the limitations, there are 
numerous other avenues for future work. First, we 
note that in general, our method only finds associations 
between events and price fluctuations, not neces-
sarily causal links. These associations improve recall by 
allowing us to construct a small set of candidate events 
from a large corpus of possible events. Subsequent 
studies can be performed to find causal links between 
the candidate events and price fluctuations using 
methods similar to those of Kang et al. (2017) and Bala-
shankar et al. (2019). Second, our current embedding 
scheme does not capture the sequence of the event trig-
gers present in an article. Potential improvements 
include incorporating the context—event triggers 
surrounding a particular trigger—and modeling the 
dependence between specific triggers using an atten-
tion mechanism, which allows the model to focus on 
specific parts of the input (Vaswani et al. 2017). Third, 
in this paper, we considered each commodity in isola-
tion and trained a separate predictive model. A prom-
ising avenue for future research is leveraging multitask 
learning techniques to capture dependencies between 
different commodities to further improve the predic-
tion performance. Fourth, there is an opportunity to 
combine our event-driven forecasting approach with 
other forecasting models. For instance, experts can 
leverage the knowledge of events impacting commod-
ity prices to improve their own forecasts, which are 
often included in prediction models (e.g., Cortazar et al. 
2019). In particular, incorporating events can help 
reduce the volatility that is often observed in expert 
forecasts. Similarly, although we focused on single- 
regime forecasting models in this work, our event- 
driven approach can also be applied in conjunction 
with regime-switching models that are employed 
when dealing with external shocks. Finally, our current 
event model ignores the role of specific entities, such as 
people, organizations, political parties, etc., in driving 
the commodity prices; incorporating them could lead 
to further improvements in the forecasting accuracy.
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