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1. True Causality vs Predictive Causality

Causal inference is currently of immense interest in fields
like medicine, economics and social science where in-
terpretability of machine learning models is vital for in-
creasing trust of practitioners. However, (Pearl, 2009)
shows that true causal inference is not possible through
post-facto observational studies alone due to the possibil-
ity of unobserved variables, which might be the underly-
ing cause. However, there is still value in establishing
a link probabilistically from an independent variable (X)
to a dependent variable (Y) for guidance to understand
the conditions in which they can be studied, denoted by
Pr(Y = yo|X = z) >> Pr(Y = yo|X = x1). We
adopt this view and extend this framework to extract links
between various events occurring in the news.

We understand that determining causality is hard, but causal-
ity is a means to an end. In many online systems like search,
recommendations and ad placement, A/B experiments are
designed to confirm hypotheses initially intuited using pre-
dictive causality. Predictive causality in itself can prove to
be quite useful if the problem to be solved is to improve
causal experiment design. For example, using predictive
causality, a surveyor can customize and reduce the number
of questions and still capture all the required information
in a survey. We study the problem of predictive causality
in news streams and analyze its various use cases and the
implications of solving such a problem.

2. Predictive Causality in News Streams

One such causality framework is the Granger causality
framework. Given two time-series X and Y , the Granger
causality test checks whether the X is more effective in
predicting Y than using just Y and if this holds then the
test concludes X Granger-causes Y (Granger et al., 2000;
Granger, 2004; 2001). For news streams, we try to un-
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derstand relationships between words that describe events
to potentially uncover hidden relationships between news
events, that may be well separated over time. For example,
malaria epidemics are known to be triggered by monsoons
in tropical climates; this hidden relationship may manifest
in new streams with a frequency spike in the word “mon-
soon” followed by a frequency spike in the word “malaria”,
a few weeks later. Thus, mining large news datasets can
potentially reveal influencing factors behind the surge of a
particular word in news. This notion can be generalized to
discover the influence of one event to another, where the
events are manifested by specific words appearing in news.
Many existing statistical methods that are used to determine
relationships are associative. A drawback of these associa-
tive relationships (Newman et al., 2006; Nakashole et al.,
2012; Light et al., 2008) is that they are solely based on the
context and co-occurrence (Blei et al., 2003; Mikolov et al.).
However, two causal events might appear across two articles
that may not appear to be related or may be separated across
time.

We construct a Word Influencer Network (WIN) by identi-
fying Granger causal pairs of words, and combining them
to form a network of words, where the directed edges depict
potential influence between words. The network provides a
more holistic view of the causal information flow by over-
coming a common drawback of pair-wise Granger causality,
when the true relationship involves three or more variables
(Maziarz, 2015). WIN can offer the following that can sig-
nificantly increase the benefits of using news for analytics —
(1) Detection of influence path, (2) Discovery of unknown
facts, (3) Hypothesis testing and feature extraction for ex-
periment design.

3. Measuring Predictive Causality

Constructing a word network using an exhaustive set of
word pairs to limit the problem of confounding variables
can be computationally challenging and prohibitively ex-
pensive when the vocabulary size is fairly large. This is
even after using a reduced set of informative words and
only the collocated phrases, the vocabulary size is around
30,000. One solution to this problem is considering the
Lasso Granger method (Arnold et al., 2007) that applies
regression to the neighborhood selection problem for any
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word, given the fact that the best regressor for that variable
with the least squared error will have non-zero coefficients
only for the lagged variables in the neighborhood. The
Lasso algorithm for linear regression is an incremental al-
gorithm that embodies a method of variable selection. The
output is w, which is obtained by minimizing the sum of
the average squared error of regressing for y, and a constant
times the L1-norm of the coefficients(Tibshirani, 1994).

We also note that using linear regression for such a Granger
causal link detection is not a necessity. Complex non-linear
links can be derived using neural networks as shown in
(Tank et al., 2018). They model the task of Granger causal-
ity using component-wise multilayer perceptrons (cMLP)
and cLSTMs. In the cMLP architecture proposed, they
model each time series as a single MLP. In order to model
long time lags in Granger causality, they use component-
wise LSTMs for each time series. The hidden layers of the
neural networks are then used as variables in the final linear
regression equation to give the output variable. They pe-
nalize the non-zero weights in the input layer using the full
Lasso penalty and the hierarchical group Lasso penalty and
show that the group Lasso penalty chooses a suitable lag for
each of the time series. The underlying basis of using com-
ponent wise neural networks is to provide interpretability of
the overall model, i.e if all the weights corresponding to a
given time series’ component is zero, then we can determine
non-causality through it. However, this comes at the cost of
overparametrization in neural networks.

3.1. Compact Causal Representations

One way to minimize the number of parameters to train
would be to train a graph neural network (You et al., 2018;
Li et al., 2018; Velikovi et al., 2018) which tries to perform
the causal edge prediction task based on message passing in
a subset of representative causal networks bootstrapped us-
ing the above approach. This approach could be especially
relevant in our news causality task as there is redundancy
in the nodes of the network. For example, two synonyms
may be used interchangeably in the news and hence learn-
ing one set of causal edges would suffice to extend it for
the other using semantic word embeddings (Peters et al.,
2018; Sharp et al., 2016; Zhao et al., 2017). Or, in the case
of granger causality, two words which have very similar
time series (low Wasserstein distance) would have identical
causal edges in the network (Courty et al., 2018). Thus, it
is important to embed the nodes in the network into a low
dimensional space which can capture both semantic and
temporal similarity.

The number of nodes of WIN corresponds to the vocabulary
size and it can be hard to visualize the graph due to its size.
We make the graph coarser by reducing the nodes to topics
learned from the news corpus using Latent Dirichlet Allo-

cation (LDA)(BIlei et al., 2003). Influence is generalized
at the topic level by filtering edges based on the strength
of inter-topic influence relationships measured by the total
number of edges between nodes of two topics. Constructing
such a WIN, can be useful for better experimental design
and phenomenon understanding for social scientists. For ex-
ample, the most important link we constructed on the Times
of India news archive dataset was from topics “Politics” to
“Crime”.

4. Our Experiences

We quantitatively evaluate WIN by using it to extract fea-
tures for stock price prediction and obtained two orders
lower prediction error compared to a similar causal graph
based method (Kang et al., 2017) which used time series
of known cause-effect tuples. The dataset' contains news
crawled from 2010 to 2013 using Google News APIs and
New York Times data from 1989 to 2007 with 12,804 uni-
grams and 25,909 bigrams. We construct WIN from the time
series representation of unigrams and bigrams, as well as
the 10 stock prices® from 2013 we use for prediction. Quali-
tatively, we used WIN on the Times of India news archive
from 2006 to 2015 to see if two events which are established
to be causal in the news with an indicative verb like “caused”
are linked in the network. We validated that 67% of the
manually found causal evidence is linked through a directed
edge and the rest 33% through a path of length 2 as shown
in Table 1.

In (Chakraborty et al., 2016), our early experiences aimed at
constructing a model to relate events in news streams to food
price fluctuations in the Indian context. We demonstrated
a high accuracy for spike prediction of price fluctuations
which led to our question of predictive causality that can
relate news events with price fluctuations.

Table 1. Causal Evidence in WIN with time lags (days)

Word pairs Words of the influence path
land, budget | allot-land —(22)- railway-budget
price, land price-hike —(12)— land
strike, law terror-strike —(25)— law ministry
land, bill land-reform —(25)— bill-pass

5. Discussion

We present WIN, a framework for building unsupervised
predictive causal networks which capture hidden relation-
ships between words in news streams. We demonstrate the
power of these networks in evaluating causal hypotheses and
extracting features for structured prediction tasks. Given its
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capacity to capture both temporal and semantic similarity,
we intend to explore these predictive causal networks as
building blocks for building complex reasoning systems.
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